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Calcium Channels: Unanswered Questions

Stephen W. Jones1

Despite decades of intensive research, many questions remain unresolved regarding the structure
and function of voltage-dependent calcium channels. This review considers some of those questions:
Where is the activation gate? Where are the inactivation gates? How are the voltage sensors coupled
to the gates? Are bacterial K+ channels good models for the Ca2+ channel pore? Are protein–protein
interactions fundamental to Ca2+ channel function? Do voltage-dependent Ca2+ channels regulate
basal intracellular Ca2+? Are N and P/Q channels specialized for fast neurotransmitter release?
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When Dr. Maureen McEnery invited me to contribute
an introduction to this collection of Ca2+ channel reviews,
I realized that I did not want to simply update the overview
from 5 years ago (Jones, 1998). As the other reviews in
this issue will surely indicate, this does not reflect a lack
of progress in the field. Yet an uncomfortably large num-
ber of “big” questions about Ca2+ channels remain unan-
swered, including a few that we (as a field) do not even
seem to be trying to address effectively. Of course, the
standard excuse is technical limitations. Quite correctly,
we are all trained to choose projects where questions can
be approached using existing techniques. If those tech-
niques are new, even the better, as fads and fashions are
not unknown to Science (and Nature, Cell, etc.). However,
we may occasionally need to be reminded of the ultimate
goals of our research. This review will examine questions
central to our understanding of Ca2+ channels: how do
they work, and what are they good for? Please see other
reviews in this issue for other key questions, notably the
role of normal and mutant Ca2+ channels in disease (Flink
and Atchison, in press).

GATING

Mammalian genomes contain 10 genes coding for
the primary (α1) subunits of voltage-dependent Ca2+

channels (Fig. 1). Both structurally and functionally, the
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primary division is between high voltage-activated (HVA)
channels, crucial for muscle contraction and neurotrans-
mitter release, vs. low voltage-activated (LVA) chan-
nels, involved in generation of repetitive electrical ac-
tivity. There are two subfamilies among HVA channels,
dihydropyridine-sensitive L-channels (Cav1) and others
(Cav2). Typical invertebrate genomes contain one chan-
nel from each subfamily (Cav1, Cav2, and Cav3).

Ca2+ channels are members of the superfamily of
voltage-dependent cation channels (Hille, 2001). This su-
perfamily is characterized by a module containing six pre-
dicted transmembrane segments (S1–S6), plus a pore loop
(P) that dips partially into the membrane. A single chan-
nel contains four such domains, either from four separate
subunits (e.g., K+ channels), or linked together in a single
polypeptide chain (Ca2+ and Na+ channels) (Fig. 2(A)).
Each domain contains one unusual transmembrane seg-
ment that contains several positively charged amino acids.
The molecular mechanism of voltage sensing is believed
to be movement of these S4 segments through the trans-
membrane electrical field. This implies that a voltage-
dependent channel is an allosteric protein: a single pore
(formed by the four P loops) is regulated by four separate
voltage sensors (Fig. 2(B)). The fundamental question is
how voltage sensor movement is coupled to opening and
closing of the ion-selective pore.

Studies of the molecular mechanisms of voltage-
dependent gating are most advanced for K+ channels, fol-
lowed by Na+ channels, with Ca2+ channels a poor third.
K+ channels are simpler than Na+ and Ca2+ channels, as
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Fig. 1. A family tree for mammalian Ca2+ channels. Humanα1 se-
quences were manually aligned, and conserved regions (excluding the N-
and C-termini, and the I–II and II–III intracellular loops) were analyzed
by the Phylip phylogeny package v. 3.5c, using the ProtDist and Fitch
programs. Additional analysis (not shown) indicates that the LVA–HVA
split is very close to the point of divergence of Na+ from Ca2+ channels.
Four classification schemes are shown: high vs. low voltage-activated
(HVA vs. LVA); the single-letter notation for theα1 subunits (α1S for
the Ca2+ channel of skeletal muscle, andα1B–α1I alphabetically); the
new standard Cav classification (Ertelet al., 2000); and the physiological
classification based on kinetic and pharmacological properties (P/Q, N,
R, L, and T). At one time, P and Q channels were proposed to be distinct
entities, but they now appear to be extremes of a continuum, resulting at
least in part from alternative splicing of a single gene (Bourinetet al.,
1999).

they can form homooligomers with four-fold symmetry.
A single point mutation is automatically replicated four
times in each channel. Furthermore, high resolution X-ray
crystal structures are now known for several bacterial K+

channels, including one member of the voltage-dependent
cation channel superfamily (Jianget al., 2003a).

The K+ channel structures have been remarkably in-
formative mechanistically. Surprisingly, the S4 domain is
on the outside of the molecule, and is essentially cytoplas-
mic in the crystal of the channel in its closed state. Appar-
ently the S4 (together with part of S3) forms a “voltage-
sensor paddle” that moves a large distance through the
membrane in response to depolarization (Jianget al.,
2003b).

One theme of this review will be speculation on
whether the K+ channel structures are likely to be good
models for understanding Ca2+ channel function as well.
Regarding gating, the conservation of the voltage-sensing
module (together with more limited conservation of the
pore module) encourages the view that the fundamen-
tal mechanism of voltage-dependent gating has been

conserved among K+, Na+, and Ca2+ channels, from bac-
teria to humans.

Where Is the Activation Gate?

Classically, voltage-dependent channels are either
fully open or fully closed at any given time. This means
that a channel gates in a concerted manner, converting
among distinct conformations where the ionic conduc-
tance of the channel is either maximal, or zero. In reality,
“subconductance” states are occasionally observed, and
may be informative about gating mechanisms (Chapman
et al., 1997; Zheng and Sigworth, 1998), but this will not
be considered further here.

What is gating? The simplest picture is that a “gate”
is literally a gate, a piece of the protein that physically
occludes the pore when the channel is closed, and moves
out of the way when the channel is open. That is believed
to occur for N-type inactivation of K+ channels (Hoshi
et al., 1990), but more subtle mechanisms are equally pos-
sible. Any conformational change in the channel protein
that prevents ion flow would produce gating. This is usu-
ally pictured as a steric effect (a narrowing of the pore
that ions cannot pass by), but any interference with the
energy profile experienced by a permeating ion could ef-
fectively prevent ion movement (either high “barriers” or
deep “wells”).

For K+ channels, electrophysiological (Armstrong,
1971; Del Caminoet al., 2000) and crystallographic (Jiang
et al., 2002) evidence points to an activation gate near the
cytoplasmic end of the S6 helix.

Hints about the location of the Ca2+ channel gate
come from the kinetics of block by Cd2+. Cd2+ is thought
to block the pore by binding tightly to the Ca2+ selectiv-
ity filter, thus preventing ion flux. For N-type Ca2+ chan-
nels, Cd2+ block of the open channel is voltage-dependent,
such that strong hyperpolarization drives Cd2+ through the
channel into the cytoplasm (Swandulla and Armstrong,
1989), while strong depolarization drives Cd2+ out into the
extracellular space (Th´evenod and Jones, 1992). However,
the resting closed channel is blocked by Cd2+ with high
affinity, even at strongly hyperpolarized voltages. That im-
plies that Cd2+ cannot (easily) exit a closed channel to the
intracellular space, as expected if there is a gate on the in-
tracellular side of the pore. However, when extracellular
Cd2+ is rapidly applied to closed channels, Cd2+ block
develops∼100-fold more slowly than when the chan-
nels are open. Furthermore, relief of Cd2+ block is also
∼100-fold slower if the channels are closed when Cd2+ is
rapidly washed out. Taken literally, these results imply that
a closed Ca2+ channel is closed at both ends of the pore
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Fig. 2. Domain architecture of Ca2+ channels. (A) The hypothetical transmembrane architecture of a Ca2+ channelα1 subunit. The P
loops are shown by solid curves, the S4 transmembrane segments as diagonally hatched bars, and other transmembrane segments as open
bars. Note the four internally repeated units, labelled I–IV. The length of the intracellular and extracellular loops are variable among Ca2+
channels, and are not shown to scale. (B) A stylized view of a Ca2+ channel, from the extracellular side. The four P loops form a central
pore, and the S4 segments are near the protein–lipid interface, by analogy to the bacterial K+ channel structure (Jianget al., 2003a).
Intracellular and extracellular connecting loops are not shown. (C) A kinetic model for channel gating (Kuo and Bean, 1994; Serranoet al.,
1999). The numerical subscripts give the number of voltage sensors (S4’s) in the activated position. As described in the text, this model
assumes that all four voltage sensors must activate before the channel can open, but inactivation can occur directly from closed states.
The horizontal steps are voltage-dependent, while the vertical steps (inactivation and recovery) depend not on voltage directly but on the
number of activated voltage sensors. The thickness of the vertical arrows is based on models for T-channel gating (Frazieret al., 2001;
Serranoet al., 1999). Note that the inactivation rate is assumed to be maximal with only three of the four voltage sensors activated. The
main pathways for channel activation, inactivation, and recovery from inactivation are indicated.

(Thévenod and Jones, 1992). The structural basis remains
to be explored.

The data with Cd2+ also raise the issue of whether
a closed channel is really fully closed. If Cd2+ can get
in and out of a closed channel, albeit at 100-fold lower
rates than when the channel is open, could the same be
true for Ca2+? A steady Ca2+ influx through “closed”
channels at the resting potential of a cell could have
significant consequences for regulation of intracellular
Ca2+. If the conductance of a “closed” channel were
1% of the open-channel conductance, that would be un-
detectable at the single-channel level, but the resulting
whole-cell current should be detectable upon blockade
by an appropriate channel blocker. For comparison, a
closed K+ channel has a low but detectable conductance,

about 10−5 that of the open channel (Soler-Llavinaet al.,
2003).

Where Are the Inactivation Gates?

During maintained depolarization, Ca2+ channels
tend to inactivate, but the rate and extent of inactiva-
tion vary dramatically. In general, Ca2+ channels can in-
activate by either Ca2+-dependent or voltage-dependent
mechanisms (Buddeet al., 2002; Eckert and Chad, 1984;
Hering et al., 2000; Stotz and Zamponi, 2001). Ca2+-
dependent inactivation is the dominant process for the
α1C L-type channel of cardiac and smooth muscle, but
may also occur for other high voltage-activated (HVA)
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channels, usually more slowly. Ca2+-dependent inactiva-
tion is a calmodulin-dependent process, involving sites
on the C-terminal domain of the channel (Petersonet al.,
1999; Zühlke et al., 1999). How Ca2+ binding is cou-
pled to inactivation of the channel is not known. In some
conditions, for some channels, Ca2+ binding can actually
increase the current: facilitation (DeMariaet al., 2001;
Zühlkeet al., 1999).

“Voltage-dependent” inactivation is a grab-bag term
for inactivation that does not obviously depend on Ca2+.
T-type Ca2+ channels tend to inactivate rapidly and almost
completely (Perez-Reyes, 2003; Yunker and McEnery, in
press), but inactivation of HVA channels tends to be slow,
incomplete, and multiexponential. Voltage-dependent in-
activation of HVA channels can be powerfully modulated
by Ca2+ channelβ subunits (Dolphin, in press), and in
some cases by phosphorylation. A single N-channel can
spontaneously switch between inactivating and noninac-
tivating modes, perhaps reflecting modulation by some
cellular signalling process (Plummer and Hess, 1991).
At the whole-cell level, inactivation of N-current was de-
scribed by the sum of two exponentials plus a third (ap-
parently noninactivating) component; treatment with the
phosphatase inhibitor okadaic acid induced an additional
rapidly inactivating component (Werzet al., 1993). It is
not clear whether each exponential component reflects
a distinct molecular mechanism of inactivation, which
complicates interpretation of structure-function studies.
Mutations in a variety of locations in theα1 subunits of
Ca2+ channels can modify voltage-dependent inactivation
(Berrouet al., 2001; Heringet al., 1998; Soldatov, 2003;
Stotz and Zamponi, 2001; Zhanget al., 1994). These stud-
ies have not led to the clear identification of an inactivation
gate, although the loop between domains I–II is a candi-
date (Stotz and Zamponi, 2001). If results on voltage-
dependent K+ channels are a lesson for Ca2+ channels,
there are likely to be a variety of mechanisms underly-
ing voltage-dependent inactivation (Hoshiet al., 1990;
Klemic et al., 2001; Liuet al., 1996).

One clear-cut result from structure–function studies
is negative: inactivation is not slowed by transplantation of
the intracellular domain connecting domains III–IV from
a slowly inactivating L-channel to a rapidly inactivating T-
channel (Staeset al., 2001). This distinguishes T-channel
inactivation from fast inactivation of Na+ channels, which
depends critically on the structure of the III–IV linker
(Stühmeret al., 1989; Westet al., 1992).

How Are the Voltage Sensors Coupled to the Gates?

As discussed above, the structure of a Ca2+ chan-
nel α1 subunit immediately suggests an allosteric gating

mechanism, since four distinct voltage sensors must coop-
erate to gate a single pore. This argument applies both to
activation and to inactivation. The simplest model is that
all four voltage sensors must move before the channel can
open or inactivate. That is often assumed to be true for ac-
tivation, as inShakerK+ channels (Zagotta and Aldrich,
1990), although some Ca2+ channels may be able to open
before all voltage sensors activate (Lacinovaet al., 2002;
Marks and Jones, 1992). Also, some Ca2+ channels are
clearly able to inactivate from closed states (Patilet al.,
1998). Perhaps channels can inactivate with any number
of activated voltage sensors, but activation of each volt-
age sensor favors inactivation (Kuo and Bean, 1994). One
specific scheme is based on the classical MWC model for
allosteric activation of an enzyme (Monodet al., 1965),
where activation of a voltage sensor is analogous to bind-
ing of a substrate molecule, and channel inactivation is
analogous to enzyme activation (Fig. 2(C)).

The simplest version of an allosteric model assumes
that the four voltage sensors have identical effects. That is
appropriate as a “null hypothesis,” but the four internally
homologous domains of a Ca2+ or Na+ channel are not
identical in amino acid sequence, so they could be func-
tionally different as well (either quantitatively or quali-
tatively). There is increasing evidence for this. T-channel
inactivation reaches a maximal rate at voltages where only
about half of the channels are open, suggesting that one
or more voltage sensors are coupled weakly if at all to
inactivation (Frazieret al., 2001). The voltage sensor in
domain IV appears to be especially strongly coupled to
inactivation of Na+ channels (Chenet al., 1996).

Formally speaking, allosteric coupling between volt-
age sensors and gates is a mechanism, but it does not define
a molecularmechanism. One interpretation is a truly al-
losteric process, where the positions of the voltage sensors
modulate the equilibrium between two global conforma-
tions of the channel protein. However, it is equally con-
sistent with other physical processes. Consider a ball-and-
chain inactivation mechanism, like N-type inactivation of
a K+ channel. Suppose that the factor that makes the chan-
nel a good receptor for the ball is not channel opening, but
outward movement of the positively charged voltage sen-
sors, which would favor binding of a positively charged
ball to the intracellular side of the channel (Patlak, 1991).

The crystal structure of a bacterial voltage-dependent
K+ channel suggests (but does not prove) one simple
mechanism for coupling of the voltage sensors to the pore.
The outward movement of the voltage-sensor paddle pulls
on the S4–S5 linker, which in turn pulls on the cytoplasmic
gate of the channel (Jianget al., 2003b).

Classically, activation and inactivation gates are dis-
tinct entities. That is most dramatically demonstrated
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by the actions of intracellular proteases, which remove
forms of voltage-dependent inactivation from Na+ chan-
nels (Armstronget al., 1973; Rudy, 1978),ShakerK+

channels (Hoshiet al., 1990), and L-type Ca2+ channels
of smooth muscle (Obejero-Pazet al., 1991). In those
studies, proteases did not affect channel activation, or cer-
tain other inactivation processes (slow inactivation of the
Na+ and K+ channels, or voltage-dependent inactivation
of L-channels). ForShakerK+ channels, there appear to
be at least three distinct gates, for activation (intracellu-
lar portion of S6), fast inactivation (N-terminal ball-and-
chain), and slow inactivation (a conformational change in
the outer mouth of the pore). It seems likely that Ca2+

channels also have multiple gates.

PERMEATION

Are Bacterial K + Channels Good Models
for the Ca2+ Channel Pore?

As discussed above, the crystal structures of bacte-
rial K+ channels have revealed mechanisms of voltage
sensor movement and activation gating that are likely to
be conserved among voltage-dependent cation channels.
However, it is not yet clear whether bacterial K+ chan-
nels inactivate by mechanisms conserved with eukaryotic
channels (Rutaet al., 2003). Regarding permeation, there
are two reasons to be pessimistic about the direct appli-
cability of the K+ channel structure to the Ca2+ channel
pore: a low degree of sequence conservation in the P loop
(Fig. 3), and evidence for different mechanisms of ion
selectivity.

The K+ channel selectivity filter consists primarily of
the carbonyl groups from the backbone of the polypeptide
chain in the GYG region of the pore loop (Doyleet al.,
1998). This selects for monovalent cations by providing
a polar environment with a partial negative charge, and
is just the right diameter to select for K+ over cations of
different size. In contrast, the crucial feature of the Ca2+

channel pore is a ring of four negative charges (Heinemann
et al., 1992; Yanget al., 1993). In HVA channels, each of
the four P loops contains a glutamate; in LVA channels,
there are two glutamates and two aspartates at the cor-
responding position (∗, Fig. 3). Many of the features of
Ca2+ channel selectivity can be explained by the pore act-
ing simply as an ion exchange resin, with the four closely
spaced negative charges attracting an equal number of
positive charges (Nonner and Eisenberg, 1998). The high
density of negative charge in the pore is crucial for se-
lectivity for divalent cations. Indeed, in the absence of
divalents, Ca2+ channels are nonselective cation chan-
nels that allow even relatively large organic cations to

permeate (McCleskey and Almers, 1985). In summary,
Ca2+ channels (and Na+ channels) select for their pre-
ferred ion using functional groups on the side chains of
amino acids in the P loop, while K+ channels use backbone
carbonyls.

Although the functional groups involved in ion se-
lectivity differ, the overall structure of the P loop may be
conserved, acting as a module that can be customized by
evolution to select for different ions (MacKinnon, 1995).
Indeed, the bacterial K+ channel structure has been used
as a basis for molecular models of the Na+ and Ca2+ chan-
nel pores (Lipkind and Fozzard, 2000, 2001). Testing this
idea will require structural information on Ca2+ and/or
Na+ channels.

FUNCTION

Are Protein–Protein Interactions Fundamental
to Ca2+ Channel Function?

It is said that there are “six degrees of separation”
among humans: any two people can be connected by a
short chain of common acquaintances. Proteins are like
that, too. It seems likely that a brief list of pairwise protein–
protein interactions could link any two proteins in a cell.
Ca2+ channels are no exception. But why is this? If the
main (α1) subunit of a Ca2+ channel is sufficient to pro-
duce Ca2+ entry, why should evolution have allowed other
proteins to interfere with this elegant mechanism?

Classically, Ca2+ channels have several subunits (dis-
tinguished by Greek letters), originally identified by bio-
chemical purification procedures for the Ca2+ channel of
skeletal muscle:α1, α2/δ, β, and γ . Classically, these
are thought to be invariant, stoichometrically-associated
proteins. Many studies have examined the effects of the
“accessory” subunits onα1, either at the level of mem-
brane expression of functional Ca2+ channels, or modula-
tory effects on channel electrophysiology (Black, in press;
Dolphin, in press; Klugbaueret al., in press).

Functional expression ofα1 subunits can occur in
the nominal absence of accessory subunits, but one study
found that antisense againstβ subunits prevented func-
tional expression ofα1 in Xenopusoocytes, revealing a
role forβ subunits expressed endogenously by the oocyte
(Tareiluset al., 1997). This led to the idea thatβ sub-
units act as a chaperones, enhancing expression of the
α1 subunit in the plasma membrane (Herlitzeet al., in
press). However,β subunits have additional actions on
Ca2+ channel gating (Dolphin, in press), suggesting ei-
ther that the initialα1–β interaction is transient, or perhaps
more likely, that a secondβ subunit can bind reversibly
to theα1–β complex. So areβ subunits really subunits,



P1: JLS

Journal of Bioenergetics and Biomembranes (JOBB) pp1051-jobb-476464 November 29, 2003 17:23 Style file version June 22, 2002

Fig. 3. Alignment of the P loops of representative channels. At the top, two Na+ chan-
nels and three Ca2+ channels are shown, including the P loops from each of the four
domains. Note that conservation is stronger across channels within a domain, than
within a channel across domains, as expected if Na+ and Ca2+ channels originated
from a common ancestor by duplication of a single domain (Hille, 2001). The site crit-
ical for ion selectivity in Ca2+ and Na+ channels is marked (∗). Amino acids present
in at least half of the four-domain Na+ and Ca2+ channel P loops are highlighted in
bold. Note that those are rarely present in K+ channels. This alignment includes a two
amino acid deletion in cyclic nucleotide-gated channels (Heginbothamet al., 1992), but
not in Na+ and Ca2+ channels. Species, and GenBank GI numbers: NaV1.2 (human,
457879), NaV1.5 (human, 184039), CaV2.2 (human, 179758), CaV1.2 (human, 463079),
CaV3.1 (human, 3786351), CatSper1 (human, 16076816), CatSper2 (human, 16566356),
NaChBac (Bacillus halodurans, 10174118), CNGA1 (human, 180462), Hcn1 (mouse,
3242242), Kv1.1 (rat, 206491), Kv2.1 (rat, 57786), Kv3.1 (rat, 205107), Kv4.1 (mouse,
199813), KCNQ1 (human, 2465515), Eag1 (rat, 557265), Slo1 (mouse, 347144), SK1
(human, 1575661), Kir1.1 (rat, 296619), KcsA (Streptomyces lividans, 1089906), KvAP
(Aeropyrum pernix, 5104624), KirBac1.1 (Burkholderia pseudomallei; no GenBank en-
try, see http://www.sanger.ac.uk/Projects/Microbes/), MthK (Methanothermobacter ther-
mautotrophicus, 2622639).

466
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or just proteins that happen to modulate Ca2+ channels
(Jones, 2002)?

These issues recur forγ subunits (Black, in press;
Qiao and Meng, in press). Initially, only a singleγ1
subunit was known, associated withα1S but not other
Ca2+ channels. More recently, a family of related proteins
have been identified (γ2–γ8), some of which are known
to be associated with neuronal Ca2+ channels and/or to
modulate their functional properties. However,γ2 is also
associated with the AMPA-type glutamate receptor (Chen
et al., 2000), challenging its identity as a Ca2+ channel
subunit. This controversy is reviewed in more detail by
Black (in press) and Qiao and Meng (in press). Another
possibility is that theγ subunits are scaffolding and/or
cytoskeletal proteins involved in localization of multiple
transmembrane proteins, including Ca2+ channels.

One clear example where protein–protein inter-
actions are critical for function is the role ofα1S
in excitation–contraction coupling in skeletal muscle
(Franzini-Armstrong and Protasi, 1997). Althoughα1S
does form a functional Ca2+ channel, it activates quite
slowly, too slowly to provide significant Ca2+ influx on
the time scale of a single muscle action potential (Sanchez
and Stefani, 1983). Instead,α1S acts as the voltage sen-
sor for release of Ca2+ from the sarcoplasmic reticulum,
via the ryanodine receptor Ca2+ channel. Domains critical
for this process have been identified (Grabneret al., 1999;
Nakaiet al., 1998; Protasiet al., 2002), so it is likely but
still not certain that theα1S-ryanodine receptor interac-
tion is direct. Is this a specialized property ofα1S, or is
this just the first example of a “Ca2+ channel” acting as
a signalling molecule, in a manner independent of Ca2+

influx? There is some evidence for functional coupling of
neuronal L-channels to ryanodine receptors (Chaviset al.,
1996).

In addition to the classical accessory subunits, Ca2+

channels interact with a variety of other proteins, includ-
ing syntaxin (Bezprozvannyet al., 1995; Shenget al.,
1994), calmodulin (Z¨uhlkeet al., 1999), and theβγ sub-
units of G proteins (Elmslie, in press; Herlitzeet al., 1996;
Ikeda, 1996;). Are these interactions strong enough that
we should consider these proteins to also be subunits of
Ca2+ channels? The case may be strongest for calmod-
ulin, which is associated with Ca2+ channels even in the
absence of elevated Ca2+, although the interaction is suf-
ficiently reversible for overexpressed calmodulin mutants
to displace native calmodulin (Petersonet al., 1999).

To this point, the discussion of Ca2+ channel sub-
units has really considered only HVA channels. T-
channels are fully functional electrophysiologically when
theα1 subunit is expressed nominally alone inXenopus
oocytes or mammalian cell lines (Perez-Reyes, 2003), but

coexpression with the accessory subunits of HVA chan-
nels sometimes has modest effects (Dolphinet al., 1999;
Greenet al., 2001; Klugbaueret al., 2000; Lacinovaet al.,
1999; Yunker and McEnery, in press).

To summarize the question I wish to raise here: Are
protein–protein interactions are fundamental to the physi-
ological function of Ca2+ channels (other thanα1S), or is
this simply another layer of complexity for Ca2+ channel
regulation? This question applies both to the proteins clas-
sically identified as Ca2+ channel subunits, and to other
proteins such as calmodulin and syntaxin.

Do Voltage-Dependent Ca2+ Channels Regulate
Basal Intracellular Ca2+?

One of the many things about biology that is difficult
to explain to a physicist is that facts can have the impact
of concepts. The all-or-none signalling provided by action
potentials is surely a concept, but this depends on the con-
tingent facts that the ion gradients for Na+ and K+ are in
opposite directions, and that voltage-dependent ion chan-
nel proteins have evolved to exploit this. Similarly, the
unique role of Ca2+ as a signalling molecule depends on
the fact that [Ca2+]i is remarkably low,∼10−7 M, at least
four orders of magnitude lower than the other physiologi-
cally prevalent inorganic ions. Since [Ca2+]o is∼10−3 M,
opening of a relatively small number of Ca2+ channels
can cause large (∼10-fold) changes in [Ca2+]i . This al-
lows cells to variously interpret changes in [Ca2+]i as sig-
nals for secretion, contraction, gene expression, life, and
death.

Many processes regulate intracellular Ca2+, includ-
ing cytoplasmic Ca2+ binding proteins and uptake into
organelles, but at steady-state it is the balance between
Ca2+ influx and efflux at the plasma membrane that de-
termines [Ca2+]i (Friel, 1995). Mechanisms for Ca2+ ef-
flux (against the strong electrochemical gradient) include
Na+ ---Ca2+ exchange and ATP-dependent Ca2+ pumps,
which will not be considered further here. Ca2+ influx oc-
curs through both voltage-dependent Ca2+ channels, and
a variety of other Ca2+-permeable channels. In particular,
the large family of Trp-related Ca2+ channels includes
candidates for regulation of [Ca2+]i (Benhamet al., 2002;
Montell et al., 2002; Voets and Nilius, 2003).

How can voltage-dependent Ca2+ channels, which
tend to be closed at resting membrane potentials, con-
tribute to basal [Ca2+]i? One speculative mechanism is
that the “closed” channel has a nonzero conductance to
Ca2+ (see above). The more classical mechanism is a
“window current,” resulting from overlap of the activa-
tion and inactivation curves (Fig. (4)A). There can be a
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Fig. 4. Window currents and “open window currents.” (A) The solid curves are hypothetical activation and inactivation curves for a Ca2+
channel, described by Boltzmann relations with midpoint voltages−10 and−50 mV (respectively), and slope factors of 8 mV. Two inactivation
curves are shown, extrapolating to 99% or 100% inactivation at extreme positive voltages. If activation and inactivation are independent (see
text!), multiplication of the activation× inactivation curves gives the steady-state p(open). That is shown as the dashed curve (for 99%
inactivation) and the dotted curve (for 100% inactivation), on a 100-fold expanded scale (i.e., 1.0=1%). (B) Predicted steady-state currents,
assuming a linear open-channelI –V with a reversal potential of+40 mV and a maximal conductance of 1.0 (arbitrary units). The dashed line
is the “open window current” (maximal inactivation 99%), and the dotted line is the classical window current (maximal inactivation 100%).
In the absence of inactivation, the peak inward current would be−19.8, at−3 mV.

voltage region where channels are partially activated, but
not fully inactivated, predicting a steady-state current.

The calculation of the window current begins by mul-
tiplying the activation curve× the inactivation curve, to
get the steady-state open probability. There are at least
three problems with this. First, the activation curve is often
measured inappropriately. Second, the inactivation curve
is often measured inappropriately. Third, multiplying the
two curves is not valid. Explanation of these problems
will require a rather long biophysical digression. The take-
home message is that activation and inactivation curves (or
window currents) are not as easy to measure accurately as
might be thought.

Measurement of Activation Curves

Sometimes activation curves are calculated from
“chord conductances” using the equationI = G(V −
VR), where I is the experimentally observed current at
voltage V , G is the chord conductance, andVR is the
reversal potential for the channel of interest (Hodgkin
and Huxley, 1952b). However,G is proportional to the
channel open probability only if the single channel con-
ductance is independent of voltage: i.e., the open channel
behaves like a resistor (Hodgkin and Huxley, 1952a). In

principle, Ca2+ channels are especially unlikely to obey
this rule, since the extremely strong transmembrane Ca2+

gradient should produce strong rectification (Fig. 4.18 of
Hille, 2001). This is nicely illustrated by data on theα1G
T-type Ca2+ channel (Fig. 5). Following maximal activa-
tion, inward currents (carried by Ca2+) are relatively large,
outward currents (carried by Na+ in these experimental
conditions) are very large, but theI –V flattens notice-
ably near the reversal potential, where ion–ion competi-
tion limits flux (open symbols, Fig. 5(A)). This nonlinear
“instantaneous”I –V implies that the conductance of a
single open channel depends on voltage. When peak cur-
rents are measured upon direct depolarization (solid sym-
bols, Fig. 5(A)), the calculated chord conductance exhibits
a bizarre voltage-dependence (solid symbols, Fig. 5(B)),
which approximates the expected Boltzmann relationship
only at negative voltages. The peak p(open) is proportional
to theratio of the “standard” to the “instantaneous” con-
ductance, not to the standard conductance alone (Serrano
et al., 1999).

Theoretically, a simple Boltzmann relationship is ex-
pected to accurately describe the activation curve only if
a channel obeys simple two-state (C---O) kinetics,and if
the rate constants for channel opening and closing depend
exponentially and symmetrically on voltage. As an exam-
ple, the activation curve for a Hodgkin and Huxley (1952c)
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Fig. 5. Currents and conductances for theα1G T-channel. (A) Current–
voltage (I –V) relations. Data are from two protocols, the “standard”I –V
(measuring the peak current during depolarization from−100 mV to the
indicated voltage), and the “instantaneous”I –V (the current measured
immediately after repolarization to the indicated voltage, following a 2
ms step to+60 mV, which produces maximal channel activation with
little inactivation). The “instantaneous” current equals the single-channel
current× the number of channels opened at+60 mV. Data are from the
study of Serranoet al.(1999),n = 6. To reduce variability from different
channel expression levels among cells, values were normalized to the sum
of the absolute values of all currents from the instantaneousI –V from
−100 to+60 mV, so the vertical scale is arbitrary. (B) Conductances were
calculated from the normalized currents using the chord conductance
equation,G = I /(V − VR), whereVR is the observed reversal potential
in each cell (+25± 2 mV). Note that the open-channel conductance
varies > 3-fold over the voltage range examined (open symbols).

K+ channel deviates from a pure Boltzmann relationship
both because of then4 behavior (all four voltage sensors
must be activated for the channel to open), and because
the rate constant for channel activation does not depend
exponentially on voltage. For voltage-dependent K+ chan-
nels, complex activation curves are observed experimen-
tally, and also predicted from detailed models for channel
activation (Klemicet al., 1998; Schoppa and Sigworth,
1998; Zagottaet al., 1994). Even when a Boltzmann-based
fit gives a reasonable description of the overall activation
curve, it often misses the data points at the “foot” of the
activation process where p(open) is low, which are most
crucial for estimation of a window current.

For a channel that inactivates, measurement of the ac-
tivation curve is problematic. (Remember that the goal is
the steady-state probability that the channel is open, con-
sidering only the channel activation process.) The peak
current at a particular voltage can be affected by inac-
tivation, if some channels inactivate before the current
reaches its maximal value. Even worse, the fraction of
channels that inactivate prior to the peak will vary with
voltage. When inactivation is prevented (e.g., by treating
Na+ channels with intracellular proteases), large shifts in
the activation curve can be revealed (Cota and Armstrong,
1989; Gonoi and Hille, 1987).

Measurement of Inactivation Curves

There are three typical problems with “steady-state”
inactivation curves. First, inactivation curves are often
measured at an arbitrarily chosen time, with no evidence
that inactivation has reached a steady-state. Second, many
voltage-dependent channels exhibit very slow inactivation
processes. Slow inactivation may be missed entirely on the
time scale of typical electrophysiological experiments, or
it may contribute in a poorly defined manner to the mea-
sured inactivation. Third, some channels may not inacti-
vate completely.

In principle, for a single well-defined inactivation
process, it is simple to determine when inactivation is at
steady-state (Jones, 1987; Serranoet al., 1999). Measure
the time course of inactivation at each voltage, and com-
pare that to the time course of recovery from inactivation
at the same voltage. (This of course makes sense only in
the middle of the inactivation curve, where between 0 and
100% of the channels are available at steady-state.) If the
two protocols give the same final % inactivation, then the
channel has “forgotten” the initial conditions, and inacti-
vation has reached steady-state. Since the time constant for
inactivation is typically the slowest at voltages near 50%
inactivation, the rate of inactivation at strongly depolarized
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voltages may greatly underestimate the time required to
reach steady-state elsewhere.

Even if inactivation passes this test for steady-state,
many voltage-dependent channels exhibit separate slow
inactivation processes (sometimes called “ultra slow”),
on the time scale of many seconds or minutes. This has
been characterized most thoroughly for Na+ channels
(Cummins and Sigworth, 1996; Rudy, 1978), but is also
known for L-type (Schouten and Morad, 1989) and N-type
(Degtiaret al., 2000; Jones and Marks, 1989b) Ca2+ chan-
nels. Slow inactivation can strongly limit channel avail-
ability near the resting potential of a cell.

It is often assumed that inactivated states are
“absorbing,” i.e., that inactivation reaches 100% at suf-
ficiently depolarized voltages. This may not be true for
Ca2+ channels. Even for T-channels, which inactivate
more strongly than most other Ca2+ channels, 1–2% of the
channels may remain open at steady-state (Frazieret al.,
2001; Serranoet al., 1999). This small residual compo-
nent can easily be missed when an inactivation curve is
fitted to a Boltzmann function (Fig. 4(A)). The steady-
state current resulting from incomplete inactivation has a
wider voltage-dependence than a classical window cur-
rent, where there is a significant steady-state p(open) only
in the narrow voltage window where the activation and
inactivation curves overlap (Fig. 4(B)). I propose that the
steady-state current resulting from incomplete inactiva-
tion be called an “open window current.”

Measurement of Window Currents

Finally, even if activation and inactivation curves are
measured accurately, multiplying the two curves point-by-
point gives the steady-state p(open) only if activation and
inactivation are independent (since independent probabil-
ties multiply). That is true for classical models of inactiva-
tion (Hodgkin and Huxley, 1952c), but it is now clear that
activation and inactivation are kinetically coupled. Given
all of the problems detailed above, it is best to consider this
calculation as a basis forpredictionof a window current,
rather than as a direct experimentalmeasurement.

Why not measure the window current directly?
Sometimes that can be done, e.g., detecting a persistent
Na+ current as a TTX-sensitive difference current (French
et al., 1990). However, window currents are generally
small, and their direct measurement is prone to error from
leak subtraction and other technical problems. One possi-
bility is to quickly hyperpolarize, to detect ongoing chan-
nel activity as a tail current. For Ca2+, the increased driving
force at hyperpolarized voltages will enhance the signal-
to-noise ratio, at least if the tail current is relatively slow, as

for T-type Ca2+ channels (Serranoet al., 1999). A caveat
is that if the window current is very small, it is necessary
to distinguish an ionic tail current from an “off” gating
current (Burgesset al., 2002).

Incomplete inactivation of Ca2+ channels is also cru-
cial for the effect of high K+ to raise intracellular Ca2+, ei-
ther experimentally, or in pathological conditions such as
epilepsy where extracellular K+ is elevated. Biochemists
seem to think that depolarizing cells by addition of extra-
cellular K+ is a simple experiment, but electrophysiolo-
gists find this extremely difficult to interpret. The resid-
ual Ca2+ channel activity following minutes or hours of
depolarization cannot be predicted directly from typical
electrophysiological experiments, where depolarizations
rarely exceed a few seconds. Slow inactivation processes,
which are known to exist (as noted above) but are generally
poorly characterized, will have a dominant effect. Experi-
mentally, inactivation of L-channels may be less complete
than other HVA channels (Marchettiet al., 1995). One can-
didate is theα1D L-channel, which activates at somewhat
more negative voltages than other HVA channels (Koschak
et al., 2001; Xu and Lipscombe, 2001).

Are N and P/Q Channels Specialized
for Rapid Transmitter Release?

The discovery of multiple calcium channel types,
based first on electrophysiological evidence and later on
molecular studies (Fig. 1), led to the obvious specula-
tion that channels are specialized for different functions.
The radically different gating kinetics of HVA vs. LVA
channels supported that hypothesis, and it is clear that
LVA (T-type) channels play specialized functional roles
(Perez-Reyes, 2003; Yunker and McEnery, in press). How-
ever, the situation is less clear-cut among HVA channels.
L-type channels are expressed in muscle, where they are
crucial for regulation of muscle contraction, but they are
also widespread in neurons and other secretory cells. Other
HVA channels (notably N and P/Q channels) seem to be
restricted to neurons and related endocrine cells, and are
certainly the primary Ca2+ channels involved in the re-
lease of neurotransmitters at most synapses (Dunlapet al.,
1995). But why is that? What properties of N and/or P/Q
channels adapt them for this function?

For an electrophysiologist, the first place to look for
specialized channel properties is differences in gating ki-
netics (activation and inactivation). Qualitatively, how-
ever, all HVA channels (with the exception ofα1S) be-
have similarly upon strong depolarization, activating in
∼1 ms, and closing in < 1 msupon repolarization. Thus,
the activation kinetics of HVA channels are intermediate
between fast Na+ channels and slow LVA channels.
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Under voltage-clamp, the mean open time of a sim-
ply behaved channel is random, exponentially distributed.
This biophysical property threatens to severely impact the
reliability of neurotransmitter release, since an exponen-
tial distribution is highly variable: most open durations
are brief, but some are quite long, and the standard devi-
ation equals the mean! This would make the Ca2+ influx
through a single channel extremely variable.

Fig. 6. Simulation of calcium channel activation during an action potential, based on a two-state C---O model for N-channel gating
(Jones and Marks, 1989a). The left column (top to bottom) shows the simulated action potential (Hodgkin and Huxley, 1952c),
the average calcium channel open probability, the average calcium channel current, and a “typical” single calcium channel record
(with the median observed latency, and median open duration). The “+” signs in the top three panels mark the time of the action
potential peak and of the peak calcium current. Note that the Ca2+ current flows almost entirely during repolarization of the action
potential. The right column shows the distributions of calcium channel open times (above) and of net Ca2+ entry (below) (1 fC
= 3120 Ca2+ ions). For 7.3% of the action potentials, the calcium channel did not open (reflected in the truncated vertical lines
at zero in the right panels). Channel gating was simulated using a Monte Carlo method (Bennettet al., 1997), in response to 106

action potentials. Calcium current through a single open channel was described by the Goldman–Hodgkin–Katz current equation
with a voltage offset (Bennettet al., 1997). The single channel current was reduced by a factor of 7 from Bennettet al. (1997),
which was based on single channel data in 110 mM Ba2+. Data on the conductance of single N or P/Q channels in 2 mM Ca2+
does not seem to be available, so the estimate here is based on L-channels (Church and Stanley, 1996; Guiaet al., 2001; Rubart
et al., 1996).

Consider instead the response of HVA channels to a
typical brief action potential, the physiological signal for
synchronous release of neurotransmitter from a nerve ter-
minal (Sabatini and Regehr, 1999). As the voltage goes
rapidly from the resting potential (where HVA channels
are closed) to the peak of the action potential (+40 mV),
HVA channels will begin to open (Fig. 6). During repolar-
ization, the increase in driving force on Ca2+ will generate
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a strong inward Ca2+ current, but the channels will then
quickly close. Thus, an action potential can help synchro-
nize channel opening and closing, which greatly reduces
variability in channel open times and in the resulting Ca2+

entry per channel (Fig. 6).
It is believed that Ca2+ influx in response to an

action potential is effectively a “tail current,” occurring
primarily during repolarization (Llinaset al., 1981a), al-
though fast channel closing at 37◦C could terminate Ca2+

influx rapidly (Sabatini and Regehr, 1996). The rising and
falling phases of the action potential are comparable in du-
ration to the time constants for activation gating of HVA
channels, so the detailed kinetic properties of a channel can
strongly affect its ability to supply Ca2+ for neurotrans-
mitter release. The timing of channel closing is especially
critical, since the driving force on Ca2+ is strong during
repolarization of the action potential (see “typical” Ca2+

channel record, lower left panel of Fig. 6).
For comparison, action potential-evoked Ca2+ in-

flux through a T-channel will reach a peak only after
full repolarization, and will continue longer (McCobb and
Beam, 1991; Scroggs and Fox, 1992), reflecting the slower
channel closing (deactivation) characteristic of T-channels
(Fig. 7).

Since neurotransmitter release is a faster process than
muscle contraction, it might be expected that N and P/Q

Fig. 7. Activation of T-current by an action potential waveform. Data are from clonedα1G
channels, expanded from Fig. 12B of Serranoet al.(1999). The simulated action potential used
as the voltage command was scaled to begin from−100 mV, to prevent resting T-channel
inactivation. The “+” signs mark the action potential peak, and the peak inward current.
Compare to Fig. 6, a simulated N-channel.

channels would activate more rapidly than L-channels.
Curiously, the reverse seems to be true, although few stud-
ies appear to have examined this in detail. Roughly, the
order appears to beα1D>α1C>α1A>α1B (from faster
to slower; again, excludingα1S). For the more slowly ac-
tivating channels, a substantial fraction of channels may
not open in response to one action potential (see Fig. 6).

How does inactivation affect the response of Ca2+

channels to an action potential? At first glance,
inactivation seems much too slow to significantly affect
Ca2+ entry in response to a∼1 ms action potential, since
the time constants for inactivation of HVA channels are>

10 ms (often much greater). Although N and P/Q channels
inactivate relatively slowly in response to long, maintained
voltage steps, they exhibit strong cumulative inactivation
in response to brief, repetitive action potential-like depo-
larizations, resulting from preferential inactivation from
closed states (Patilet al., 1998). This could contribute to
synaptic plasticity during a train of action potentials.

In addition, inactivation controls the resting availabil-
ity of Ca2+ channels. In addition to the relatively rapid in-
activation visible during strong depolarizations, weak de-
polarizations can cause extremely slow inactivation, on a
time scale of seconds to minutes (discussed above). Strik-
ingly, interaction of Ca2+ channels with syntaxin can mod-
ulate slow inactivation (Degtiaret al., 2000).
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If involvement of N and P/Q channels in transmit-
ter release is the rule, it must be noted that there are
exceptions. R-channels (Wuet al., 1998), L-channels
(Heidelberger and Matthews, 1992), and even T-channels
(Panet al., 2001) can also mediate rapid neurotransmitter
release. It is possible that the role of a calcium channel
in neurotransmitter release is determined less by gating
kinetics than by the channel’s location. Perhaps the most
important specializations of Ca2+ channels for transmit-
ter release are their abilities to interact with presynaptic
proteins. The efficacy of Ca2+ entry for evoking transmit-
ter release depends on the type of channel through which
the Ca2+ enters (Wuet al., 1999), most likely resulting
from differential localization of Ca2+ channels in or near
the presynaptic active zone. Ca2+ channels can be mod-
ulated by some of the proteins involved in transmitter re-
lease, so Ca2+ channels at an active zone may function dif-
ferently from Ca2+ channels in the cell body of a neuron,
or recombinant Ca2+ channels in an expression system
(Atlas, 2001; Jarvis and Zamponi, 2001; Stanley, 1997;
Zhonget al., 1999).

It has long been recognized that the submillisec-
ond latency between the presynaptic action potential
and the onset of neurotransmitter release strongly con-
strains the mechanism by which Ca2+ entry evokes re-
lease (Katz and Miledi, 1967; Llinaset al., 1981b).
There is simply no time for Ca2+ to do anything
but diffuse a short distance (considerably less than
1 µm), bind to a target protein, and somehow trig-
ger release. Diffusion calculations suggest that the lo-
cal Ca2+ concentration approaches millimolar levels
near the inner mouth of an open Ca2+ channel, but
decreases steeply over tens of nanometers (Ríos and
Stern, 1997). These transient “nanodomains” disappear
within microseconds once the channel closes. All this
is difficult to measure directly, but supporting evidence
comes from the use of nearby Ca2+-dependent K+

channels as a bioassy for Ca2+ (Robertset al., 1990;
Yazejian et al., 2000), and from the effects of ex-
ogenous Ca2+ buffers. At the squid giant synapse,
the fast Ca2+ buffer BAPTA inhibits release, but the
slow buffer EGTA does not, consistent with rapid and
highly localized Ca2+ action (Adleret al., 1991). How-
ever, EGTA is effective at some synapses in the mam-
malian brain (Borst and Sakmann, 1996; Ohana and
Sakmann, 1998), suggesting that the tightness of cou-
pling of Ca2+ entry to exocytosis can vary, even among
rapidly transmitting synapses. A related question is
whether release from a vesicle depends on Ca2+ in-
flux from a single nearby channel, or on the summed
Ca2+ from multiple channels (Bertramet al., 1996;
Meinrenkenet al., 2003; Poage and Meriney, 2002).

In summary, the function of a Ca2+ channel in neu-
rotransmitter release depends on an incompletely under-
stood interplay between channel gating kinetics, and the
channel’s location and interactions within the molecular
architecture of the presynaptic active zone.
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538–545.
West, J. W., Patton, D. E., Scheuer, T., Wang, Y., Goldin, A. L., and

Catterall, W. A. (1992).Proc. Natl. Acad. Sci. U.S.A.89, 10910–
10914.

Wu, L. G., Borst, J. G. G., and Sakmann, B. (1998).Proc. Natl. Acad.
Sci. U.S.A.95, 4720–4725.

Wu, L. G., Westenbroek, R. E., Borst, J. G. G., Catterall, W. A., and
Sakmann, B. (1999).J. Neurosci.19, 726–736.

Xu, W., and Lipscombe, D. (2001).J. Neurosci.21, 5944–5951.
Yang, J., Ellinor, P. T., Sather, W. A., Zhang, J. F., and Tsien, R. W.

(1993).Nature366, 158–161.
Yazejian, B., Sun, X. P., and Grinnell, A. D. (2000).Nat. Neurosci.3,

566–571.
Yunker, A. M. R., and McEnery, M. W. (2003).J. Bioenerg. Biomembr.

35, 533–576.
Zagotta, W. N., and Aldrich, R. W. (1990).J. Gen. Physiol.95, 29–60.
Zagotta, W. N., Hoshi, T., and Aldrich, R. W. (1994).J. Gen. Physiol.

103, 321–362.
Zhang, J.-F., Ellinor, P. T., Aldrich, R. W., and Tsien, R. W. (1994).

Nature372, 97–100.
Zheng, J., and Sigworth, F. J. (1998).J. Gen. Physiol.112, 457–

474.
Zhong, H. J., Yokoyama, C. T., Scheuer, T., and Catterall, W. A. (1999).

Nat. Neurosci.2, 939–941.
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